
Linear Algebra II
Overview notes

G30 Program, Nagoya University (Spring 2023)

Henrik Bachmann (Math. Building Room 457, henrik.bachmann@math.nagoya-u.ac.jp)
Lecture notes and exercises are available at: https://www.henrikbachmann.com/la2_2023.html

•

These notes serve as a compact overview of the definitions, propositions, lemmas, corollaries, and
theorems given in the lectures. This is Version 1 from April 9, 2023. The proofs, examples, and
explanations are provided in the handwritten notes/lectures. The reference book for this course is [B],
and we will probably cover Chapters 4,6,7 and 9 during this semester.

If you find any typos in this note, please let me know!

Contents

1 Vector spaces 2

2 Linear maps 4

3 The matrix of a linear map 6

4 Determinants 7

5 Eigenvalues and eigenvectors 9

6 Linear differential equations 13

References

[B] O. Bretscher: Linear Algebra with Applications, 4th edition, Pearson 2009.

Version 1 (April 9, 2023) - 1 -

henrik.bachmann@math.nagoya-u.ac.jp
https://www.henrikbachmann.com/la2_2023.html


Linear Algebra II • Vector spaces

1 Vector spaces

Definition 1.1. A (real) vector space is a set V together with two functions

Addition

+ : V × V −→ V

(u, v) 7−→ u+ v

Scalar multiplication

· : R× V −→ V

(λ, v) 7−→ λ · v = λv

satisfying the following properties:

• Properties of the addition:

(A.1 ) ∀u, v, w ∈ V : (u+ v) + w = u+ (v + w). (Associativity)

(A.2 ) ∀u, v ∈ V : u+ v = v + u. (Commutativity)

(A.3 ) ∃n ∈ V, ∀u ∈ V : n+ u = u. (Identity/neutral element of addition)

(A.4 ) ∀u ∈ V, ∃v ∈ V : u+ v = n. (Inverse elements of addition)

• Compatibility of addition and scalar multiplication:

(C.1 ) ∀u, v ∈ V, λ ∈ R: λ · (u+ v) = λu+ λv. (Distributivity I)

(C.2 ) ∀u ∈ V, λ, µ ∈ R: (λ+ µ) · u = λu+ µu. (Distributivity II)

(C.3 ) ∀u ∈ V, λ, µ ∈ R: λ · (µu) = (λµ) · u.

(C.4 ) ∀u ∈ V : 1 · u = u.

We write (V,+, ·) for the vector space V if we want to emphasize which addition and scalar multipli-
cation we are using.

Proposition 1.2. Let V be a vector space and u ∈ V .

i) u+ n = u.

ii) If n, ñ ∈ V both satisfy (A.3) in Definition 1.1, then n = ñ.
(The identity element is unique)

iii) If for a fixed u ∈ V the elements v, ṽ ∈ V both satisfy (A.4), i.e. u+ v = u+ ṽ = n, then v = ṽ.
(The inverse of an element u is unique)

iv) u+ (−1)u = n.

The identity (also called neutral) element n ∈ V of a vector space is usually (by abuse of notation) also
denoted by 0. Be always aware in the following if 0 means the real number 0 or the identity element
of a vector space. (These are two different things!)
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Linear Algebra II • Vector spaces

Definition 1.3. Let V be a vector space. A subset U ⊂ V is a subspace if

i) 0 ∈ U .

ii) ∀u, v ∈ U : u+ v ∈ U .

iii) ∀u ∈ U, λ ∈ R: λu ∈ U .

Proposition 1.4. If U ⊂ V is a subspace, then U is also a vector space with the operations inherited
from V .

Definition 1.5. Let V be a vector space and v1, . . . , vn ∈ V .

i) The span of the elements v1, . . . , vn is given by the set of all their linear combinations, i.e.

span{v1, . . . , vn} =

{
n∑

i=1

λivi ∈ V | λ1, . . . , λn ∈ R

}
.

ii) The elements v1, . . . , vn span (or generate) the space V if span{v1, . . . , vn} = V .

iii) V is finitely generated if there exist v1, . . . , vn ∈ V with span{v1, . . . , vn} = V .
(i.e. one just needs finitely many elements to generate the space)

iv) The elements v1, . . . , vn are linearly independent if

λ1v1 + · · ·+ λnvn = 0 =⇒ λ1 = . . . = λn = 0 .

v) B = (v1, . . . , vn) is a basis of V if v1, . . . , vn are linearly independent and span{v1, . . . , vn} = V .

Proposition 1.6. Let V be a vector space and v1, . . . , vn ∈ V . The following statements are equivalent.

i) v1, . . . , vn are linearly dependent.

ii) There exist a 1 ≤ j ≤ n such that vj ∈ span{v1, . . . , vj−1, vj+1, . . . , vn}.

iii) There exist a 1 ≤ j ≤ n such that span{v1, . . . , vj−1, vj+1, . . . , vn} = span{v1, . . . , vn}.

Lemma 1.7. If v1, . . . , vl ∈ V are linearly independent and V = span{w1, . . . , wm}, then l ≤ m.

Theorem 1.8. Let V be a finitely generated vector space. Then we have the following

i) V has a (finite) basis.

ii) All bases of V have the same number of elements.

iii) If v1, . . . , vl ∈ V are linearly independent then there exist vl+1, . . . , vn ∈ V such that (v1, . . . , vn)
is a basis of V .

iv) If V = span{w1, . . . , wm}, then there exist a subset {u1, . . . , ul} ⊂ {w1, . . . , wm}, such that
(u1, . . . , ul) is a basis of V .
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Linear Algebra II • Linear maps

Definition 1.9. Let V be a finitely generated vector space with basis (v1, . . . , vn). Then dim(V ) = n
is the dimension of V.

Corollary 1.10. Let V be a vector space with dim(V ) = n and v1, . . . , vn ∈ V . Then the following
statements are equivalent.

i) v1, . . . , vn are linearly independent.

ii) V = span{v1, . . . , vn}.

iii) (v1, . . . , vn) is a basis of V .

Proposition 1.11. Let V be finitely generated and U ⊂ V a subspace. Then U is also finitely
generated.

Proposition 1.12. Let B = (v1, . . . , vn) be a basis of V . Then for all u ∈ V there exist unique
λ1, . . . , λn ∈ R, such that

u =

n∑
i=1

λivi .

Definition 1.13. Let B = (v1, . . . , vn) be a basis of V .

i) The λ1, . . . , λn ∈ R in Proposition 1.12 are called the coordinates of u ∈ V in the basis B.

ii) The vector [u]B ∈ Rn given by

[u]B =

λ1

...
λn


is called the coordinate vector of u with respect to the basis B.

2 Linear maps

Definition 2.1. Let V,W be vector spaces. A linear map is a function F : V → W satisfying

i) F (u+ v) = F (u) + F (v) for all u, v ∈ V .

ii) F (λ · u) = λ · F (u) for all u ∈ V, λ ∈ R.

Definition 2.2. Let F : V → W be a linear map.

i) The kernel of F is given by

ker(F ) = {u ∈ V | F (u) = 0} ⊂ V .

ii) The image of F is given by

im(F ) = {w ∈ W | ∃u ∈ V : w = F (u)} ⊂ W .
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With the same arguments as in the Rn-case we see that ker(F ) is a subspace of V and im(F ) is a
subspace of W . If im(F ) is finitely generated, we define the rank of F by rk(F ) = dim(im(F )).

Theorem 2.3 (kernel-image theorem). Let V be finitely generated and let F : V → W be a linear
map to an arbitrary vector space W . Then

dimV = dim(ker(F )) + dim(im(F )) .

Definition 2.4. i) (Recall) A function f : X → Y is invertible if there exist a function g : Y → X
such that f ◦g = idY and g ◦f = idX . f is invertible iff f is bijective, i.e. injective and surjective.

ii) An invertible linear map F : V → W is called an isomorphism.

iii) Two vector spaces V and W are called isomorphic (Notation: V ∼= W ) if there exists an iso-
morphism F : V → W .

Theorem 2.5. i) A linear map F : V → W is an isomorphism iff ker(F ) = {0} (F is injective)
and im(F ) = W (F is surjective).

ii) Let F : V → W be an isomorphism and (b1, . . . , bn) a basis of V . Then (F (b1), . . . , F (bn)) is a
basis of W .

iii) Let V,W be finitely generated and V ∼= W then dim(V ) = dim(W ).

iv) Let V,W be finitely generated and dim(V ) = dim(W ). Then for a linear map F : V → W the
following three statements are equivalent

(a) F is an isomorphism.

(b) ker(F ) = {0}.
(c) im(F ) = W .

Proposition 2.6. Let V be finitely generated with basis B = (b1, . . . , bn), i.e. dim(V ) = n.
Then the coordinate map

cB : Rn −→ V ,λ1

...
λn

 7−→
n∑

i=1

λibi

is an isomorphism. The inverse is given by c−1
B (u) = [u]B for u ∈ V .

Corollary 2.7. Let V,W be finitely generated. Then the following two statements are equivalent

i) V ∼= W .

ii) dim(V ) = dim(W ).
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Linear Algebra II • The matrix of a linear map

3 The matrix of a linear map

In the following V and W are finitely generated vector spaces.

Definition 3.1. Let BV = (v1, . . . , vn) be a basis of V , BW = (w1, . . . , wm) be a basis of W and let
F : V → W be a linear map. The matrix of F with respect to BV and BW is defined by

[F ]
BW

BV
=

[
c−1
BW

◦ F ◦ cBV

]
.

Here c−1
BW

◦ F ◦ cBV
is the linear map from Rn to Rm for which the corresponding matrix was defined

before. We have the following diagram

V W

Rn Rm

F

c−1
BW

cBV

c−1
BW

◦F◦cBV

We have

[F ]BW

BV
=

 . . .

[F (v1)]BW
. . . [F (vn)]BW

. . .

 .

In other words: The j-th column of [F ]BW

BV
is given by the vector

λ1

...
λm

, where F (vj) =
∑m

i=1 λiwi.

Definition 3.2. Let B1 = (v1, . . . , vn) and B2 = (u1, . . . , un) be bases of V . The change-of-basis
matrix from B1 to B2 is the matrix

SB2

B1
= [idV ]

B2

B1
= [c−1

B2
◦ cB1

] =


. . .

[v1]B2
. . . [vn]B2

. . .

 .

Version 1 (April 9, 2023) - 6 -



Linear Algebra II • Determinants

4 Determinants

Definition 4.1. A pattern in an n × n-matrix is a choice of entries, such that precisely one entry
from each row and each column is chosen.

Definition 4.2. i) A bijective map σ : {1, . . . , n} → {1, . . . , n} is called a permutation of {1, . . . , n}.

ii) Sn denotes the set of all permutations of {1, . . . , n}.

Patterns in an n × n-matrix corresponds exactly to the permutations of {1, . . . , n}. For each σ ∈ Sn

we have the pattern
P =

{
(1, σ(1)), (2, σ(2)), . . . , (n, σ(n))

}
,

where (i, j) denotes the choice of the i-th row and the j-th column.

Definition 4.3. i) The number of inversion of a permutation σ ∈ Sn, denoted by inv(σ), is the
number of pairs (i, σ(i)), (j, σ(j)) with i < j and σ(i) > σ(j).

ii) The sign of a permutation σ ∈ Sn is defined by

sign(σ) = (−1)inv(σ) .

Definition 4.4. The determinant of a n× n-matrix A = (ai,j) ∈ Rn×n is defined by

det(A) =
∑
σ∈Sn

sign(σ)

n∏
i=1

ai,σ(i) .

4.1 Properties of determinants

Lemma 4.5. For all σ ∈ Sn we have inv(σ) = inv(σ−1).

Proposition 4.6. For any A ∈ Rn×n we have det(A) = det(AT ).

For A = (ai,j) ∈ Rn×n define for a vector x ∈ Rn and 1 ≤ l ≤ n the matrix A(l;x) as the matrix where
the l-th row of A gets replaced by x, i.e.

A(l;x) =



a1,1 a1,2 · · · a1,n
...

...

al−1,1 al−1,2 · · · al−1,n

x1 x2 · · · xn

al+1,1 al+1,2 · · · al+1,n

...
...

an,1 an,2 · · · an,n


∈ Rn×n, x =


x1

...

xn

 ∈ Rn .
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Linear Algebra II • Determinants

Proposition 4.7. For any A = (ai,j) ∈ Rn×n and 1 ≤ l ≤ n the map

FA,l : Rn −→ R
x 7−→ det(A(l;x))

is a linear map, i.e. the determinant is linear in each row,

Proposition 4.8. For A ∈ Rn×n let B ∈ Rn×n be a matrix obtained from the matrix A by swapping
two rows. Then we have

det(A) = −det(B) .

Corollary 4.9. If a matrix A ∈ Rn×n contains two equal rows or columns, then det(A) = 0.

Recall from Linear Algebra I that there are three types of row operations for a matrix A ∈ Rn×n.
(1 ≤ i, j ≤ n , i ̸= j , λ ∈ R).

(R1) Add λ-times the j-th row to the i-th row.

(R2) For λ ̸= 0 multiply the i-th row with λ.

(R3) Swap the j-th row with the i-th row.

Two matrices A,B ∈ Rn×n are called row equivalent, if one can obtain B from A by using the row
operations (R1), (R2) and (R3). Notation: A ∼ B.

Proposition 4.10. Let A,B ∈ Rn×n.

i) If B is obtained from A by using (R1), then det(B) = det(A).

ii) If B is obtained from A by using (R2), then det(B) = λ det(A).

iii) If B is obtained from A by using (R3), then det(B) = −det(A).

Theorem 4.11. A matrix A ∈ Rn×n is invertible if and only if det(A) ̸= 0.

Theorem 4.12. i) For all A,B ∈ Rn×n we have det(AB) = det(A) det(B).

ii) If A is invertible, then det(A−1) = 1
det(A) .

Corollary 4.13. Let V be a finitely generated vector space, F : V → V a linear map and B1, B2 two
bases of V . Then

det ([F ]B1
) = det ([F ]B2

) ,

where [F ]B = [F ]BB denotes the matrix of F with respect to the basis B (Definition 3.1).

Definition 4.14. Let V be a finitely generated vector space, F : V → V a linear map and B any basis
of V . We define the determinant of the linear map F by

det(F ) = det ([F ]B) .
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Linear Algebra II • Eigenvalues and eigenvectors

Definition 4.15. For λ ∈ R with λ ̸= 0 and 1 ≤ i, j ≤ n we define the elementary matrices

Rλ,j
i , Rλ

i , Ri,j ∈ Rn×n by

Rλ,j
i =



1

...
1

...
λ 1

...
1

, Rλ
i =


1

...
1
λ

1

...
1

, Ri,j =



1

...
0 1

...
1 0

...
1

 .

Here the λ in Rλ,j
i is in the i-th row and j-th column, in Rλ

i it is in the i-th row, and in Ri,j the 0 are
on the diagonal in the i-th row and j-th column.

Proposition 4.16. Let A ∈ Rn×n.

i) Rλ,j
i A is the matrix obtained from A by row operation (R1). (Add λ-times the j-th row to the i-th row)

ii) Rλ
i A is the matrix obtained from A by row operation (R2). (Multiply the i-th row with λ)

iii) Ri,jA is the matrix obtained from A by row operation (R3). (Swap the j-th row with the i-th row)

Corollary 4.17. Let A ∈ Rn×n.

i) The matrix A is invertible if and only if it is a product of elementary matrices.

ii) If C is an elementary matrix then det(CA) = det(C) det(A).

For a matrix A ∈ Rn×n and 1 ≤ i, j ≤ n we denote by Ai,j ∈ R(n−1)×(n−1) the matrix which is
obtained from A by removing the i-th row and the j-th column.

Theorem 4.18 (Laplace expansion). For a matrix A = (ai,j) ∈ Rn×n and 1 ≤ i, j ≤ n we have

det(A) =

n∑
l=1

(−1)i+lai,l det(Ai,l)

=

n∑
l=1

(−1)j+lal,j det(Al,j) .

5 Eigenvalues and eigenvectors

In this section V always denotes a vector space.

Definition 5.1. Let F : V → V be a linear map.

i) A λ ∈ R is called an eigenvalue of F , if there exist a vector v ∈ V with v ̸= 0, such that

F (v) = λv . (5.1)

ii) A vector v ∈ V with v ̸= 0, satisfying (5.1), is called an eigenvector of F with eigenvalue λ.
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Linear Algebra II • Eigenvalues and eigenvectors

Notice that v = 0 always satisfies (5.1) for any λ ∈ R, since F is a linear map. This is one of many
reasons why v = 0 is not called an eigenvector of F .

In the following, we always assume that V is a finitely generated vector space.

Definition 5.2. Let F : V → V be a linear map let idV : V → V be the identity map on V .

i) The polynomial fF (λ) = det(F − λ idV ) is called the characteristic polynomial of F .

ii) Let λ ∈ R be an eigenvalue of F . Then the space

Eλ(F ) = ker(F − λ idV )

= {v ∈ V | F (v) = λv}

is called the eigenspace of F with respect to the eigenvalue λ.

The eigenspace Eλ(F ) contains therefore all eigenvectors of F with eigenvalue λ and the zero vector.

Definition 5.3. i) Let dimV = n. A linear map F : V → V is called diagonalizable if there exist
a basis B of V , such that

[F ]B =


d1 0

. . .

0 dn


for some d1, . . . , dn ∈ R.

ii) A matrix A ∈ Rn×n is called diagonalizable if there exists an invertible matrix S ∈ Rn×n with

S−1AS =


d1 0

. . .

0 dn


for some d1, . . . , dn ∈ R.

Lemma 5.4. Let B be a basis of V and let F : V → V be a linear map. Then the following two
statements are equivalent

i) The linear map F is diagonalizable.

ii) The matrix [F ]B is diagonalizable.

Lemma 5.5. Let F : V → V be a linear map and B = (b1, . . . , bn) be a basis of V , such that all bi are
eigenvectors of F , i.e. F (bi) = dibi for some di ∈ R and i = 1, . . . , n. Then F is diagonalizable and

[F ]B =


d1 0

. . .

0 dn


Conversely, if F is diagonalizable then there exists a basis of eigenvectors.
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Theorem 5.6. Let v1, . . . , vm ∈ V be eigenvectors of a linear map F : V → V with different eigen-
values λ1, . . . , λm ∈ R. Then v1, . . . , vm are linearly independent.

Corollary 5.7. Let F : V → V be a linear map with eigenvalues λ1, . . . , λm ∈ R and dimV = n.

i) If F has n distinct eigenvalues, i.e. m = n, then F is diagonalizable.

ii) If B1, . . . , Bm are bases of Eλ1
(F ), . . . , Eλm

(F ), then B1 ∪ · · · ∪Bm are linearly independent.

iii) The map F is diagonalizable if and only if

m∑
j=1

dimEλj
(F ) = n .

Definition 5.8. Let F : V → V be a linear map and let λ ∈ R be an eigenvalue of F .

i) The algebraic multiplicity of λ, denoted by algmuF (λ), is the multiplicity of λ in the charac-
teristic polynomial fF .

ii) The geometric multiplicity of λ is given by geomuF (λ) = dimEλ(F ).

Theorem 5.9. Let F : V → V be a linear map and λ ∈ R be an eigenvalue of F . Then

geomuF (λ) ≤ algmuF (λ) .

Corollary 5.10. If F is diagonalizable then geomuF (λ) = algmuF (λ) for all eigenvalues λ of F .

5.1 The spectral theorem

In this section we will just consider the vector space V = Rn. Recall that the norm of a vector x ∈ Rn

is defined by

∥x∥ =
√
x2
1 + · · ·+ x2

n , x =


x1

...

xn

 ∈ Rn .

Definition 5.11. An orthogonal map is a linear map F : Rn → Rn, such that

∥F (x)∥ = ∥x∥ , ∀x ∈ Rn ,

i.e. the map F does not change the norm of a vector. We call a matrix A ∈ Rn×n orthogonal if
∥Ax∥ = ∥x∥ for all x ∈ Rn.

Recall that the dot product • for two vectors x, y ∈ Rn is defined by

x • y = xT y = x1y1 + · · ·+ xnyn ∈ R .

With this the norm of a vector can also be written as ∥x∥ =
√
x • x.
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Linear Algebra II • Eigenvalues and eigenvectors

Lemma 5.12. For all x, y ∈ Rn we have

x • y =
1

2

(
∥x+ y∥2 − ∥x∥2 − ∥y∥2

)
.

Proposition 5.13. A linear map F : Rn → Rn is orthogonal if and only if

F (x) • F (y) = x • y

for all x, y ∈ Rn.

Recall: We say that x and y are orthogonal if x • y = 0. A basis B = (b1, . . . , bn) of Rn is called an
orthonormal basis if bi and bj for i ̸= j are orthogonal and ∥bi∥ = 1 for all i, i.e.

bi • bj =

{
0, i ̸= j

1, i = j
.

Theorem 5.14. Let F : Rn → Rn a linear map and A = [F ]B the matrix of F for B = (e1, . . . , en).
The following statements are equivalent.

i) F is orthogonal.

ii) A is orthogonal.

iii) For all x, y ∈ Rn we have F (x) • F (y) = x • y.

iv) A is invertible and A−1 = AT .

v) (F (e1), . . . , F (en)) (the columns of A) is an orthonormal basis of Rn.

vi) If (b1, . . . , bn) is an orthonormal basis of Rn then (F (b1), . . . , F (bn)) is also an orthonormal basis.

Corollary 5.15. i) A ∈ Rn×n is orthogonal if and only if AT is orthogonal.

ii) If A,B ∈ Rn×n are orthogonal then AB is orthogonal.

iii) If B1 and B2 are two orthonormal bases, then the change of basis matrix SB2

B1
is orthogonal.

Definition 5.16. i) An eigenbasis of a linear map F : Rn → Rn is a basis consisting of eigenvec-
tors of F .

ii) Let U ⊂ Rn be a subspace. A linear map F : U → U is called symmetric if we have for all
x, y ∈ U

x • F (y) = F (x) • y .

Theorem 5.17. (Spectral theorem) Let U ⊂ Rn be a subspace and F : U → U a linear map. Then F
is symmetric if and only if there exists an orthonormal eigenbasis of F .
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Corollary 5.18. A matrix A ∈ Rn×n is symmetric if and only if there exists an orthogonal matrix
S ∈ Rn×n, such that

STAS =


d1 0

. . .

0 dn

 ,

for some d1, . . . , dn ∈ R.

Lemma 5.19. Every symmetric linear map F : U → U has an eigenvalue.

6 Linear differential equations

Let x : R → Rn be a function written as

x(t) =


x1(t)
...

xn(t)

 ,

where the entries x1, ..., xn are differentiable functions in C(1)(R,R). By x′(t) = d
dtx(t) we denote

x′(t) =


x′
1(t)
...

x′
n(t)

 .

For a matrix A ∈ Rn×n the equation

x′(t) = Ax(t)

is called a continuous (linear) dynamical system.
One dimensional (n = 1) continuous dynamical systems have the following solutions:

Proposition 6.1. Let a ∈ R. The only solutions to

x′(t) = a x(t)

in C(1)(R,R) are given by x(t) = c eat for c ∈ R.

Recall that the space C∞(R,R), the space of smooth functions, denotes the space of all functions
f : R → R for which derivatives of all orders exist. This means that for any n ≥ 0 and f ∈ C∞(R,R),
the n-th derivative f (n) ∈ C∞(R,R) exists. The space C∞(R,R) is a vector space.

Definition 6.2. i) A differential operator of order n is a map T : C∞(R,R) → C∞(R,R) of
the form

T (f) = a0f + a1f
′ + a2f

(2) + · · ·+ anf
(n)

for some a0, a1, . . . , an ∈ R with an ̸= 0.

(More precisely this is a ”linear differential operator of order n with constant coefficients”.)
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Linear Algebra II • Linear differential equations

ii) A linear differential equation is an equation of the form T (f) = g, where T is a differential
operator and g ∈ C∞(R,R).

iii) A linear differential equation is called homogeneous if g = 0, i.e. if T (f) = 0.

Lemma 6.3. Let F : V → W be a linear map between two vector spaces V and W . Assume that
F (v) = w for a fixed v ∈ V and w ∈ W . Then the following two statements are equivalent:

i) F (x) = w.

ii) x = v + u for some u ∈ ker(F ).

Theorem 6.4. Let T : C∞(R,R) → C∞(R,R) be a differential operator of order n. Then we have

dim(ker(T )) = n .

Definition 6.5. Let T (f) = a0f + a1f
′ + · · · + anf

(n) be a differential operator of order n. The
characteristic polynomial of T is defined by

pT (x) =

n∑
i=0

aix
i = a0 + a1x+ · · ·+ anx

n .

In the following, T always denotes a differential operator.

Proposition 6.6. i) The function eλt is an eigenvector of T with eigenvalue pT (λ).

ii) We have eλt ∈ ker(T ) if and only if pT (λ) = 0.

Corollary 6.7. Let T be a differential operator of order n.

i) If λ1, . . . , λn ∈ R are distinct, then eλ1t, . . . , eλnt are linearly independent.

ii) If pT has n distinct zeroes λ1, . . . , λn ∈ R then (eλ1t, . . . , eλnt) is a basis of ker(T ).

Lemma 6.8. For two differential operators T1 and T2 we have T1 ◦ T2 = T2 ◦ T1.

Theorem 6.9. Let T be a differential operator with characteristic polynomial

pT (x) = (x− λ1)
m1 · · · (x− λr)

mr

where λ1, . . . , λr ∈ R with λi ̸= λj for i ̸= j.
Then B = B1 ∪ · · · ∪Br is a basis of ker(T ), where we have for 1 ≤ j ≤ r

Bj = (eλjt, teλjt, . . . , tmj−1eλjt) .

Theorem 6.10. Let T be a differential operator. If pT (x) contains a factor ((x− a)2 + b2)m, then

{eat cos(bt), eat sin(bt), teat cos(bt), teat sin(bt), . . . , tm−1eat cos(bt), tm−1eat sin(bt)}

are 2m linearly independent elements in ker(T ).

Lemma 6.11. Let F : U → V and G : V → W be surjective linear maps between vector spaces
U, V,W , such that ker(F ) and ker(G) are finitely generated. Then we have

dim(ker(G ◦ F )) = dim(ker(F )) + dim(ker(G)) .

Version 1 (April 9, 2023) - 14 -


	Vector spaces
	Linear maps
	The matrix of a linear map
	Determinants
	Eigenvalues and eigenvectors
	Linear differential equations

