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General description of the Gram Schmidtalg
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After m steps Um spanffim.fm

span bin ibn U

F f fm ONB of U

Theorem 12.8 Every subspace has an ONB

Proof Every subspace has a basis Thm 10.4

Using GSA we get an ONB

Corollary 12.9 Let UCR be a subspace

For all E R there exist unique U and
EU with

X

Proof Existence By Them 12.6 there exists an
ONB f f of U And by Lemma 12.5

we get and I

Uniqueness Let Xy XI Y for X HEU
47 Xy Y 1 Y Ut III EU
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Lemma12.5 A

13 Orthogonal projection least squares

Motivation Assume you measure some data

Xii Um Y

and you want to find
a line which interpolates
these pointe in the best
possible way I I Im

If all points would lie on a line Ux axtb
then they would satisfy
ax b y X I
a b k

K
1

G f
atmeb Ym Xm I

TE I
ACS Y.CH

But if they are not on one line like in

the picture then the linear system x has no
solutions because y im A



But in the picture we see that there might be
a best possible line

Main idea Project y onto the image of A
obtain a linearsystem we can solve

im A for 9

Will see can be obtained by

Ax Paty
has solving the normalequation

a solution ATA AY

Definition 13.1 Let UC R be a subspace

The map
pu 1pm from Cor 12.9

Xy
is the orthogonal projection onto U

Notice This generalizes thePu for neR Uto we
defined before bysetting U span u



Proposition 13.2 let Uc R be a subspace

i Pu is a linear map

i Pu Pu
1 Ker Pa Ut and im Pu U

i If ft fm is an ONB of U then

Puk x.fi f t x.fm fm

for all XE R

Proof in is exactly Lemma 12.5 in

it it i are direct consequences of id Check

Lemma12.5 A

Proposition 13.3 Let UR be a subspace and XE R
Then forall ne U we have

I X Pull Ux all

We just have in the case a Puk
In other words If X is outside of U thenPulled is

the closestpoint to x which is in U



Proof We will not give a proof but the
see statement should be clear by considering
Lecture
notes the following picture

U
u

Puk

Ix Pucillellx all

Definition 13.4The transpose of a matrix A la ER
is the matrix AT as ER

Example E R

AT f ER
Proposition 13.5 i For A BE R and XER we have

At B AT BT DAT DAT
ii For AE R and BE R we have

A BTAT Rem

iii For X ye R we have y Ty



Proof can be checked by direct calculation A

For AER we can define a linearmap F X Ax

We write im A Kerl and her A Ker F

As mentioned in the motivation at the beginning we
are interested in projecting onto the image of A For this
we will first try to understand its orthogonalcomplement

Proposition 13.6 For all AER we have

im A Ker AT

Proof Let XER Then we have
y Ar

XE im yay o kein for some
VER

Ar X O Hre R
Prop13.51 AIX O KER
Prop13.5ii

TAT O K VER

E v ATX O K VER

ATX ECR
0

ATX O

XE Ker AT A



Corollary 13.7 Let AE IR

it We have Kerl ÄH KerlA

ii The following statements are equivalent
n n

KerlAl 903 ATHER is invertible

Proof i We have im A Prop 6

m

XEkerlATHEATAX n.co Axe KerIATt im
t

Axe imHts im Ifo
T

f AX 0 Lemma125

E KerCA

Kerl 03 Kerl A 03

TIME ATA is invertible An

ATAEIRMYRL.am
Kerl Atsch NÄH

is injective

bijective
ihm

We can how Use our results to answer the
question in the motivation



Least squares method

Problem Given a linear map F IR R and be R

Find ER that minimizes

S HFG b l

least squares because if FA Y b t
then HFG bll ly bik.i.tk m hi

We want to minimize the sum of squares
of the differences yi bi

Notice Minimal S is o beim F i e

FCA b has
a solution

By Proposition 13.3 the minimal S is given

in the case FA Pima b
Keys im

ü
FCH Ax
for some X



Write F A then we want to findet
such that Ax Pim b

Ax b E im KerlAT

AT Ax b O

ATA X Ab
Normal equation

Therefore if Ker A 03 i e the columnsof
A are lin indep

then by Corollary 13.7

ATA is invertible and we get the

unique solution to our problem by
X ATATATb



Example 26 Polynom interpolation

Find the best possible quadratic polynomial

fltl aota.tt at to fit the
data points 0,2 1,11 12,2 3,3

We first translate this
problem into linear algebra

We want to minimize

ECO M FCI MfG 2 fl 31

So we define the linear map
F R R

M E 1

4 f N

F F



We want to find ER sach that HAx HI

with b Y is minimal

We need to solve the normal equation

AIX AI
AE X
AE f
want to solve

EEX
Unique Solution is do to

a Ho

Az

Best fit polynomial is FCH It EE



f

Notice This works for arbitrary polynomials
ie in particularfor lines

Always have a unique solution if
the columns of A are 1in indep

In applications this is usually the case

since usually data points degree of
polynomial

M n
rows of A columns

of A I

If you read this then you finished reading all the
Content for Linearalgebra I Congratulations HoffYa You


